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DYNAMICS OF A BEAM MOVING OVER SUPPORTS
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Abstract-The behavior of a uniform beam moving longitudinally at a prescribed rate over two
bilateral supports is studied. Equations of motion are formulated by regarding the supports as
kinematical constraints imposed on an unrestrained beam and by discretizing the beam via the
assumed modes technique. The results of numerical simulations are displayed for cases in which
the beam undergoes no longitudinal motion, sinusoidal longitudinal motion. or longitudinal
motion for the purpose of repositioning. The instability of harmonic longitudinal motion is
investigated. and methods are presented for predicting whether or not a given motion will give
rise to an unstable response.

INTRODUCTION

Figure I displays an elastic, uniform beam B capable of deflecting transversely while
moving longitudinally at a prescribed rate over two bilateral supports. Figure 2 shows
a plot of the transverse displacement of the endpoint H of B when B is undergoing a
longitudinal motion which varies sinusoidally with time. A similar plot of the motion
ofH, applicable when the longitudinal motion of B is again sinusoidal, but at a different
frequency, is shown in Fig. 3. The primary purpose of this study is to detail method
ologies both for efficiently generating plots such as those in Figs. 2 and 3 and for
predicting, in advance of their generation, qualitative differences between them.

The responses of beams in situations similar to the one depicted in Fig. I have
been studied extensively. For example, beams acted upon by known forces whose
points of application vary with time are discussed in many standard texts, such as [I].
The responses of beams undergoing overall motions relative to a fixed reference frame
are also well known[ I], and have many practical applications in the field of earthquake
engineering. Less well known, but important in connection with band saw blades and
high-speed computer tapes, are the solutions to problems involving beams of infinite
length moving at a constant rate over supports[2, 3]. The problem at hand differs from
all of these in several respects. First, the forces exerted on the beam by the supports
have magnitudes that depend on the motion of the beam; thus, they are unknown.
Second, the beam moves not only relative to an inertial reference frame but also relative
to its supports. Finally, the length of the beam is finite, and the rate of the beam's
longitudinal motion is arbitrary. The problem of a cantilever beam whose length varies
with time, studied in [4], shares these distinguishing characteristics; however, the sys
tem shown in Fig. I has not previously been the subject of investigation.

The steps taken in developing equations of motion are detailed in the following
section, entitled Equations of Motion. Next, the results of numerical simulations are
presented to illustrate the response of the beam when it undergoes no longitudinal
motion, sinusoidal longitudinal motion, and longitudinal motion performed for the pur
pose of repositioning. Information relevant to the instability of periodic longitudinal
motion, developed by making use of Floquet's theory[5] and results reported by Hsu[6],
then appears under the heading Instability of Periodic Motion. Finally, elaborative
comments are presented.

EQUATIONS OF MOTION

The result of the ensuing analysis is a set of equations to be used to simulate the
motion of a beam moving longitudinally over supports. The assumptions made in the
development of these equations are that transverse deformations are both "small" and
adequately described by Bernoulli-Euler beam theory (i.e. shear deformations and ro-
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Fig. I. Beam moving over supports.
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tatory inertia are neglected), that axial deformations are ignorable. and that all motions,
both longitudinal and transverse, take place in a single plane. The equations are for
mulated by regarding the supports as kinematical constraints imposed on an unre
strained beam, by using assumed modes[7] to discretize the beam, and by applying
Kane's method[8] cast in the alternate form presented in [9].

System geometry
The beam B of Fig. 1 is supported at points Pand Qof a line N. fixed in an inertial

reference frame N. Line N 2 , also fixed in N, is perpendicular to N. and passes through
P. All motions of B are confined to the N 1-N2 plane, regarded as horizontal so that
gravity may be neglected. The distance between P and Q is D, and the prescribed.
time-dependent distance between P and the endpoint H of B is w. The endpoint of B
opposite H is designated E. The distance, as measured along Nit from H to a generic
point G of B is x, while the perpendicular distance from N. to Gis y.

In Fig. 4, B is shown free of supports and in a general configuration in the N.-N2

plane. This representation facilitates the formulation of equations of motion and, as is
discussed in greater detail in the Elaborative Comments, permits the formulation of a
set of equations that can be integrated numerically in a particularly efficient manner.
To this end, one can introduce, in a way similar to that used in [10], an auxiliary
reference frame R defined by the mutually perpendicular lines R I and R2 intersecting
at a point R* and lying in the N 1-N2 plane. The position of R* relative to P is char
acterized by ZI and Z2, as depicted, while the orientation of R in N is described by the
angle e between N 1 and R I • The RI-coordinate and R2-coordinate of G are ~ and Tj,
respectively, and the angle between R I and the tangent to B at Gis Cl. Finally, P is the
point on B that lies on N2 , while Q is the point on B that lies on a line parallel to N2

passing through Q.

Kinematics
To write the equations governing motions of B as a set of ordinary, rather than

partial, differential equations, we express Tj in terms of "modal" functions $; as

v

Tj(s, t) = ~ <!>;(S)qi(t),
i-I

(I)

where $;(i = I, ... , v) are, as yet, unrestricted functions of s, the arc length as
measured along B from H to G, qi(i = 1, ... , v) are functions of time t, and v is a
positive integer. The quantities Cl and ~ can be expressed in terms of $i and qi by means

_r.

---+~------ 'NI -III

Fig. 4. Beam free of supports.
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a~(S. t)
--- = cos a(s. t),as
nT](s, t)
--'---'--'- = sin a (s. t),as

sin2 a + cos2 a = l.

(2)

(3)

(4)

Thus, once Q>j and qj are known, one has a complete description of the configuration
of Bin R. Since three additional quantities, namely ZI, Z2, and e, are needed to fix the
position and orientation of R in N, B possesses v + 3 degrees of freedom in N. Cor
respondingly, generalized speeds uj(i = 1, ... , v + 3) are introduced as

j). •
Uj = q (i = 1, ... , v),

j). R' .
Uv +. = v '0. = -ZI,

j). R' •
Uv +2 = v '02 = Z2,

j). R .
Uv +3 = W '03 = e,

(5)

where vR' is the velocity of R* in N, w R is the angular velocity of R in N, and 01,02,

and 03 are elements of a dextral set of unit vectors such that 0. and 02 are directed as
shown in Fig. 4, and 03 = 01 X 02. The velocity of Gin N is written as

V
G - (a~ + c' U + S Li T\u) f- at a v + 1 a v + 2 - " v + 3 I

where So ~ sin e, Co ~ cos e, and fl and f2 are unit vectors directed as shown in Fig.
4. To be able to use this equation to form partial velocities, one must express a~at and
aT]/at in terms of Uj(i, ... ,v + 3). For a~at, this is easily accomplished by differentiating
eqn (1) with respect to t and by then utilizing eqns (5). For a~/at, one first makes use
eqn (2) to obtain

~ = (" cos ala, t) dO'.Jl) (7)

Taking advantage of the fact that s = 0, one then differentiates this equations with
respect to t to produce

a~ = (" a cos ala, t) dO'.
at Jo at

Next, differentiation of eqn (4) yields

(8)

a cos a
at

a sin a
-tan a--at ' (9)

which, in view of eqns (I), (3), and (5), leads to

acos a v ,
--- = - tan a " .1-.. Ii'.fit ."'-. '1'1 I

( 10)
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Finally, substituting from eqn (10) into eqn (8) and then substituting the result, along
with the expression for oTJ/ol obtained by differentiating eqn (I), into eqn (6) yields

v
G = { - i*' [L" <1>;(0') tan a(a, t) dO' ] Iii + Cltliv ... 1 + Sltli v +2 - TJIlV+J} f,

+ (,i <l>illi - Sltli v +' + Cltli v +2 + ~liv+J) f2· (\ I)
,= ,

Partial velocities of Gin N, formed by inspection of eqn (II), are

vF = - [1;' <1>;(0') tan a(a, t) dO' ] f. + <l>if 2

v~;+. = C/lf. - S/lf2,

V~+2 = S/lf, + Cltf2,

(i = ... , V),

(12)

So far, all expressions have been written in their full nonlinear form. This is in
accordance with the precepts of Kane's method, which permit linearization of kine
matical expressions only after partial velocities have been identified. Since equations
of motion governing only "small" displacements of B from N. are desired, linearization
of all expressions in the quantities qi(i = I, ... , v), Z2, e, Ii;(i = I, ... , v), li v +2,

and ltv +J is now appropriate. Consequently, by making use of eqns (1-4), we write

~ = s,

v

TJ(~, t) = L <l>i(~)q;(t),
;= I

v

a(~, t) = L <I>;(~)qi(t),
;= I

and replace eqns (II) and (12) with

vG = Uv + If, + (± <l>iUi - euv + I + Uv +2 + ~UV+3) f2,
i=1

and

(\ 3)

(\4)

(15)

(16)

where

v

vy = - L Eijqjfl + <I>;f2
j=1

v~+ I = fl - ef2,

V~+2 = ef. + f2,

V~+3 = -TJft + ~f2,

(; = I, ... , v),

(i,j= I, ... ,v).

(17)

(18)

Note that if linearization had been performed prematurely, and partial velocities had
been obtained ffom a linearized expression for the velocity of G, as in eqn (16), then
terms involving Eij(i,j = I, ... , v) would have been lost. The importance of ensuring
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that these terms appear in the equations governing the motion of B is demonstrated in
the upcoming section entitled Simulations.

The linearized acceleration of G in N is constructed by differentiating v';. as given
in eqn (16), with respect to time in N. which leads to

aG = uv + ,fl + (± <l>;u; - 6il v + I + UV +2 + ~ilv+3) f2. (19)
1= 1

Generalized forces
The generalized inertia forces F; associated with the generalized speeds ur(r =

I, ... , v + 3) are given by

(r = I•... , v + 3), (20)

where Land p denote the length and the mass per unit length of B. respectively. After
defining constants m, e, J. au, bu, c;. and d; as

and

m ~ pL.
~ pL2

e=2 • (21)

au ~ p LL <l>;(~)<l>j(t) dt.

bu ~ p LL EUW dt.

c; ~ p fL <l>;(t) dt.
()

d; ~ P LL t<l>;(t) dt,

(i. j = I, .... v) (22)

one can substitute from eqns (17) and (19) into eqn (20) to obtain

- CjU v +2 - diJv +3

F~+I = -muv +),

(j = I, .... v), (23)

(24)

v

F~+2 = - ~ c;u; - mUv +2 - eUv +3.
;=)

(25)

F~+3 = - :± d;i.l; + (:± Cjq; + eo) uv + I - eUv +2 - JU v +3' (26)
; z: I ; == I

The only contributions to the generalized active forces Fr(r = I•...• v + 3) are
due to deformations of B and are constructed by making use of a strain energy function
V . .For a uniform Bernoulli-Euler beam. V is. given by

(27)

where E and I are the modulus of elasticity and cross-sectional moment of inertia of
B. respectively. After substituting from eqn (I) into eqn (27), one obtains the first v
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generalized active forces from

623

F, =
av
ilq,.

(j= I ..... v). (28)

while the remaining generalized active forces are all equal to zero. Consequently.

v

F; = - L huq;
;= 1

(j= I..... v). (29)

Fv+1 = Fv+~ = Fv+ 3 = O.

where hu is defined as

(30)

hi; ~ EI (L <!>i'(~)<!>j(~) d~. Jo (i.j=l ..... v). (31)

Constraint equations
Equations (23-26). (29). and (30) could be used at this point. in conjunction with

Kane's equations. to obtain the dynamical equations governing unrestrained motions
of B. The equations of interest. however. are those that govern motions of B when B
is constrained to remain in contact with the supports at points Pand Q. These equations
will be formulated by first developing constraint equations expressed in terms of the
generalized speeds and by then making use of the procedure described in [9]. The
constraint equations are obtained by setting the nl component of the velocity of H
equal to -,i'n, and the time derivatives of the n~ components of the position vectors
of P and Q relative to Pequal to zero. That is.

H .
v '01 = -w.

d .
dt (pPP'02 ) = o.

d .
dt (pPQ'n2) = O.

(32)

(33)

(34)

where VII is the velocity of H in N. and pPP and pPQ are the position vectors from P
to P and Q. respectively. With s = O. eqn (II) yields an expression for v/l; hence. eqn
(32) leads to

v

-Sll L <!>;(O)u; + Uv+1 - CIIU v +3 L <!>i(O)q; = -li'.
;= 1 i= 1

(35)

To construct the constraint equations implied by eqns (33) and (34). we begin by
using eqns (I) and (2) to develop expressions for the quantities ~p. T(. ~Q. and TjQ.

which represent the values of ~ and Tj corresponding to the positions of P and Q. These
are

v

TjP(sP. t) ~ L <!>i(SP)q;(t).
i-I

(SO
~Q(sQ, 1) ~ Jo cos a(a. 1) da.

v

TjQ(sQ. t) ~ L <!>;(sQ)q;(t).
i= I

(36)

(37)

(38)

(39)



624 K. W. BUFfI~TON AND T. R. KANE

(40)

where s" and sV are the arc length~, measured along B, from H to P and from H to Q,
respectively. Note that since P and Q are not fixed on B . .11' and .I V are not independent
variables, but are functions of time. After developing expressions for pl'I' and ppv.
utilizing eqns (36-39), and then substituting from the resulting expressions into eqns
(33) and (34), one arrives at the constraint equations as

, dEl' d~P
111'+2 - (Sll~" - Cne )U 1' +3 + Sll dt + CII dt = 0,

(41)

Before one can use eqns (40) and (41) to construct the dynamical equations gov
erning constrained motions of B, one must express them in a form such that the gen
eralized speeds UI, ••• , U1' +3 appear explicitly. Consider for the moment only eqn
(40). By differentiating eqns (36) and (37) with respect to time, using Leibnitz's ruler II],
and by utilizing eqns (1-4), one obtains

d~P
-::::

dt

d1]P
-::::

dt

(42)

(43)

where 0.1' denotes the value of o.(s, t) evaluated for s :::: sP. The geometry of Fig. 4
reveals that

~P :::: 1]1' tan e + ~ . (44)
Cll

After differentiating this equation with respect to t and making use of eqns (5), one
concludes that

(45)

Using eqns (42-45) in conjunction with eqn (40), one thus arrives at a constraint equa
tion expressed explicitly in terms of the generalized speeds lIi(i :::: I, ... , v + 3) as

- (Sll cos 0.1' + Cll sin o.p)/Iv+ I + (ell cos 0.1' - Sn sin al')I1"+2

+ (~p sin o.P + ~I' cos a P )/Iv+3 :::: O. (46)

Similarly, Eq. (41) implies

;*1 [Sin o.Q L\Q 4>;(a) tan o.(a, t) da + 4>;(sQ) cos o.vJ Ui

- (S6 cos o.Q + CIl sin o.Q)uv + I + (Cn cos o.Q - Sll sin o.Q)Uv +2

+ (~v sin a V + ~v cos o.V)/I v +3 :::: O. (47)

It is interesting to note that, with eqns (46) and (47) in hand, one can show that eqns
(33) and (34) are equivalent to

(48)

(49)
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where vi' and v(J are the velocities, in N. of points fixed on B and located at positions
instantaneously coinciding with the positions of P and Q. and br and b~) are unit vectors
normal to B at P and Q, respectively. Unfortunately, this fact only becomes apparent
after eqns (46) and (47) are available, and consequently eqns (48) and (49) do not provide
a viable approach for generating eqns (46) and (47) directly from eqn (II).

Equations (35), (46) and (47) can be expressed in the matrix form

A 1/ + B = 0,-- - -
(50)

where A is a 3 x (v + 3) matrix, 1/ is a (v + 3) x I matrix of generalized speeds, and
B is a 3-x I matrix. The elementsof A and B, identified by reference to eqns (35), (46)
and (47), are - -

(i = I, ... , v),

A 1v + 1 = I.

A 1v + 2 = 0,

v

A 1v + 3 = -('II L <I>;(O)q;,
;= I

A 2v + 1 = -SlI cos a P
- ell sin aI',

A 2v + 2 = ell cos a P
- SlI sin aI',

A 2v + 3 = TJP sin ai' + ~I' cos ai',

(i = I. ... , v),

(i = I, ... , v),

(51 )

(52)

Linearization of eqns (35), (46), (47), (51) and (52) in the variables q;(i = I, ... , v).

Z2, e. 1I;(i = I. ... , v), II v +2 and 1/"+3 yields

;*1 <1>;(11')11; - [e + ;*1 <l>i(I1,)q;] II v + 1 + II v+2 + 11'1/,·+3 = 0, (54)

;*1 <I>;(1t' + D)u; - [6 + ;*1 <l>f(1I' + D)q;] Il v + 1+ Il v +2 + (II' + D)lI v +3 = 0, (55)

A I; = - 6<1>;(0)

A lv + 1 = I,

v

(i= I, ... ,v),

A 1v + 3 = - L <I>;(O)q;,
;= 1
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-8

(i = I .... , v),

2: <p:(w)q,.
i= I (56)

(i = I, ... , v),

A 3v + I = - 8 - 2: <p;(1I' + D)q;,
;= I

A 3v + 3 = W + D,

Bill',

(57)

As in the formulation of the linearized partial velocities of eqns (17), linearization may
not be performed in the development of eqns (56) and (57) prior to the identification
of eqns (51) and (52). Premature linearization would result in the loss of terms in A li(i

= I, ... , m v) and A 1v + 3 •

Since there are three constraints equations, the constrained system has only v, as
opposed to v + 3, degrees of freedom: hence, only v independent generalized speeds
are needed to describe its motion. If one chooses to regard the first v generalized speeds
ll;(i = I, ... , v) as independent, an expression for the remaining three dependent
generalized speeds llv+ I, llv+2, and llv+3 can be written as

~ = ~I!!. + ~I, (58)

where Ii is a 3 x 1 matrix of the dependent generalized speeds, Ii is a v x I matrix of
the independent generalized speeds, al is a 3 x v matrix, and 131 is a 3 x I matrix.
After partitioning ~ so that - -

(59)

where ~I is 3 x v and ~2 is 3 x 3, one finds that ~I and ~I are given by

(60)

The matrices A I and A 2 can be identified from eqns (56), and the elements of a 1 are
then seen to be - -

1 v

(al)1i = 6<1>;(0) - D[<Pi(W + D) - <1>;(11')] .i~1 <piO)q"

1
(alhi = - D [(11' - D)<I>i(W) - W<pi(W + D)],

1
(ad3; = - D[<Pi(W + D) - <1>;(11')],

(i = L ... , v) (61)
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where ~I is given by

D
v

627

~I D
D6 + L [(II' + D)<I>:(II') - 11'<1>:(11' + D)]qi

1= I

L l<l>:(1I' + D) - <1>: (1I')]qi
i= I

(62)

In what follows, an expression for ~ is needed. This can be written as

where ~I is the 3 x I matrix defined as

(63)

(64)

Utilizing eqn (59) and substituting from eqns (56) and (57) into eqn (64), one obtains

D

~I ==
I

D
D6 + L l( II' + D)<1>: (II') - lI'<I>i (II' + D)]qi

i=\

I'

L l<l>i(1I' + D) - <1>: (1I')]q;
i= I

o

+ 21i' DUv+J + L l(1I' + Dl<l>i(lI') - lI'<I>i(1I' + D)]Ui (65)
i= I

l'

L l<l>i(1I' + D) - <l>i(II')]Ui
i= I

o
I'

+ Ii':! L l(1I' + D)<I>i(lI') - \1'<1>;'(11' + D)]qi
i= I

v

L l<l>i(1I' + D) - <l>i(II')]qi
i=1

DYllamical equatiolls
Before one assembles the dynamical equations which govern the constrained sys

tem, it is useful to construct the (v + 3) x (v + 3) matrix M and the (v + 3) x I
matrix N such that -

Mi, + N == F* + F (66)

where F* and F are (v + 3) x I matrices whose elements are the generalized inertial
forces of eqns (23-26) and the generalized active forces of eqns (29) and (30). respec
tively. After partitioning M and N so that

M= N== (67)
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where Mil is v x v, M I2 is Ii X :;, M 21 i~ :; X I'. M;'2 i~:; X :;, N I i~ V x I, and N 2 i~

3 x I, we usc cqns C!3-26l. (29), and (30) It) nole Ihal

[ "" -iii']
Mil

- :1"1 - (("1'

~ htl(j, + ('If! -('I -dl
, I

M I2

~ hi,.(ji + c,.6 - c,. -d" (68)
;= I

[ 0 -:',] .-CI
-dl -d"

r,
-/1/ 0 0

() -1/1 -('

L~I Ci(ji + e6 -e -.I

-~ hil (ji

m·
i= I

~J N2 (69)

~ lI;v'li
i= I

and write the constrained dynamical equations as

0, (70)

where the superscript "T" denotes the transpose operator.
The scalar equations corresponding to eqn (70), together with the kinematical equa

tions relating li to Ii [see eqn (58)] and ll;(i = I, ' .. , v + 3) to qiU = I, ... , v), :'1,
Z2, and e[see eqn (5)], form a complete set of equations of motion governing the
constrained system, Before the equations can be solved to yield useful results, however,
one must specify meaningful initial values for q;U = I, ... , v), ZI, Z2, 6, and lliU =
I, ... , v + 3). Concerns that arise in this connection are considered next.

Initial conditions
In general, at the start of a numerical simulation of a motion of B, the points of B

have prescribed positions and velocities. To render such prescriptions physically mean
ingful, one must state them in terms of the variables x, y, and j', where y is a function
of x and t and y ~ dy/dt (see Fig. I.). Since the dynamical equations are expressed in
terms of the variables q;U = I, ... , v), ZI , Z2, e, and Lli(i = I, ... , v + 3), a scheme
must be devised to enable one to calculate initial values of the latter when one is given
initial values of the former. To develop such a scheme, we begin by considering the
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linearized expression for the position vector from P to G. which is

6:!9

(71 )

This equation is used to express the constraints imposed on the position of H. P. and
Q. namely.

(72)

as

.(:1 = H',

v

z~ + 11'6 + L <l>i(lI')qi = 0,
i=1

.'
z~ + (II' + D)6 + L <l>i(1I' + D)qi = O.

i= 1

Solving eqns (74) and (75) for z~ and e yields

I v

Z2 = - Di~1 [(II' + D)<I>i(lI') - W<l>i(W + D)]qi'

I v

II = Di~1 [<I>i(lI') - <l>i(1I' + D)]qi,

and substitution from eqns (73), (76), and (77) into eqn (71) then produces

(73)

(74)

(75)

(76)

(77)

(78)

This equation is to be employed to determine initial values of qi(i = I, .. , • v), ZI,

Z2, and 6 corresponding to a vector function p,,(x) describing the initial positions of the
points of B relative to P, where p,,(x) is given by

p,,(x) = (-II'" + x)o\ + y,,(x)o~. (79)

in which II'" denotes the value of II' at t = 0 and y,,(x) is a prescribed initial displacement
function. Equating p,,(x) to ph; evaluated at t = 0 gives

where

~ = x.

=:J!O) = II'".

v

L I\Ii(X)'1i(O) = y,,(x),
i~ I

(80)

(81)

(82)

I
+ D(x - 1I',,)[<I>i(II',,) - <l>i(lI'" + D)] (i = 1, ... ,v) (83)
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and ZI (0) and q,(O)(i = I..... v) denote the values of':: l and q,(i = I, ... , v) at t =
O. For a specific function y,,(x) and a finite value for v. there does not exist. in general.
any set of q,(O)(i = I, ... , v) such that egn (82) is satisfied. However. by multiplying
both sides of egn (82) by 4Jj(x)(j = I, ... , v) and by integrating from 0 to L. one can
determine a set of qi(O) such that the integral of the square of the difference between
the left side of egn (82) and Yo(x) is minimized. Doing so, expressing the result in a
matrix format, gives

/iQ = !.i. (84)

where the elements of the v x v matrix K. the v x 1 matrix Q. and the v x 1 matrix
8.. are defined. respectively. as

and

Kij ~ LL 4Ji(X)l\!j(x) dr (i,j = I. .... v).

Qi ~ qi(O) (i = I •... , v),

(85)

(86)

~ rL

R i = Jo 4Ji(X)Yo(x) dx (i = I •... , v). (87)

Thus, by solving eqn (84) for Q, and by making use of eqns (76) and (77), one obtains
values for qi(O)(i = I•... , v). Z2(0), and 6(0). where Z2(0) and 6(0) denote the values
of Z2 and 6 at t = 0, which "best" approximate any prescribed initial displacement
function y,,(x).

To determine initial values of lli(i = I, ... , v + 3). one can make use of much
of the information developed in connection with determining the initial values of z1 ,

Z2, 6, and qi(i = I, .... v). Specifically. one first differentiates eqns (73) and (76-78)
with respect to time and obtains

IIv~1 = -11', (88)

" • l'
II'

- Ii· L <1>; (lI')q; - - L [<1>;(11') - <1>;(11' + D)]q;
i=1 D ;=,

+ ~ (~ - 11') ;#, [<1>;(11') - <1>;(11' + D)]q;} "2. (91 )

where vG is the velocity of G. Next. whenever a function vo(x) describing the initial
velocities of the points of B can be written as

(92)

where tV" denotes the value of Ii, at t = 0 and y,,(x) denotes a prescribed initial motion
function. one takes steps analogous to those used to develop eqn (84) to obtain the
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KU = §.Q + I,
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(93)

where the v x v matrix K and the v x I matrix Q are identical to those in eqn (84),
and the elements of the v x I matrix U, the v x v matrix §., and the v x I matrix T
are defined, respectively, as

v; ~ u;(O) (i= 1, ... ,v), (94)

where

T; ~ rL

l/!;(x)j',,(x) dxJo

(i.j= J..... v).

(i= 1, .... v),

(95)

(96)

E;(x) ~ <1>;(11',,) + -is 1<1>;(11',,) - <1>;(11'" + D)]

-h(x - \1',,)[<1>;(11',,) - <1>;(11'" + D)] (i = I .... ,v). (97)

Once eqn (84) has been solved for C/;(o)(i = I, ... , v), eqn (93) can be solved for
Uj(O)U = J. ' .. , v). The initial values of u v + I, II v + 2, and II v + J then are obtained from
eqns (88-90).

SolUlion (//~orillzl1l

The preceding analysis shows that one can proceed as follows to perform numerical
simulations of motions of B:

(I) Specify values for the parameters D, p, L, and EJ, and calculate the constants m,
e, and J as defined by eqns (21).

(2) Specify a value for v; select modal functions <I>;(~)(i = J, , v); refer to eqns
(22) to evaluate the constants "U, bu , (';, and diU, j = I, , v); and use eqn
(31) to determine lzuU, j = I, ... , v).

(3) Specify the function 11'(1).

(4) Specify the initial displacement function y,,(x) and the initial motion function j',,(x),
and calculate q;(O)(i = 1, ... , v), z,(O), Z2(O). 6(0), and ui(O)(i = I, ... , v +
3) using eqns (76), (77), (81), (84), (88-90), and (93).

(5) At each step of a simulation:
(a) Construct the matrices !:.I and ~I of eqns (61) and (62).
(b) Construct expressions for II v + I, U v +2, and Uv +3 using eqn (58).
(c) Construct the matrix 8 1 of eqn (65).
(d) Construct the matrices Mil, M 12 , M 21 , M 22> N" and N 2 of eqns (68) and (69).
(e) Construct the dynamicalequationsas given in eqn (70).
(0 Assemble 2v + 3 first-order differential equations for the time-derivatives of

the 2v + 3 variables q;(i = I, ... , v), ZI, Z2, 6. and Ui(i = 1, ... , v) from
eqns (5) and eqn (70).

(6) Substitute values of the q; and Ui(i = 1, ...• v) obtained by solving eqns (5) and
(70) into eqns (78) and (91) to gain physically relevant information regarding the
positions and velocities of points of B.

SIMULATIONS

The equations generated in the preceding section have been incorporated into (
numerical simulation program used in this section to investigate the response of B ir
three situations: when B undergoes no longitudinal motion. when B undergoes sinu
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soidallongitudinal motion. and when B undergoes longitudinal motion for the purpose
of repositioning.

No lvngitudinal motion
When the longitudinal displacement function II' is equal to a constant, the beam B

can perform only transverse motions, and functions describing these motions can be
obtained by classical methods. These functions can be used to test the present for
mulation, as follows:

(I) The first step of the solution algorithm is the specification of values for the distance
D between support points and for the beam's mass per unit length p, total length
L, and flexural stiffness El. We take

D == 0.25 m, p == 1.0 kg/m, L == 1.0 m, El == 1.0 N-m2
• (98)

The definitions of m, e, and J given in eqns (21) are incorporated directly into the
program, so the evaluation of these constants is left to the computer.

(2) Modal functions <!>;(i == I, .... v) may be chosen arbitrarily so long as the bound
ary conditions of B are satisfied; however, two concerns one should keep in mind
are physical realism and analytical convenience. These concerns are addressed
in the Elaborative Comments section of this article; for the moment. we let

:, (A~) (A~)<!>i(~) == cos t + cosh t
[

. (Ai~)-"y; SIO L
where

+ sinh (A~~) ] (i == I, ... ,v). (99)

~ cos Ai - cosh Ai

sin Ai - sinh A,
(i == I..... v). (100)

and AI' ... , A" are the consecutive roots of the transcendental equation

I - cos Acosh A == O. (101)

The modal functions defined in eqn (99) are obtained from the classical theory
governing transverse vibrations of a uniform, unrestrained beam[ 1]. For the en
suing numerical simulations, the number of modes v is taken to be in the range
from one to nine, and the evaluation of the constants a!;, h!f' Ci, d;, and hij(i. j ==
I, ... , v) of eqns (22) and (31) is performed by the computer. In programming
the expressions that define these constants, advantage is taken of properties of
<!>,(i == I, .... v) which allow one to write

(i == j),

bij == p + 8AtAn

4 4
(At - AJ) (Ai Aj"yj

- AiA1-yi)

(i =I' j; i + j odd), (i, j == I, ... ,v) (102)

(i =I' j; i + j even),

Ci == di == 0,

At
hu == El U Sij.

where Sii is the Kronecker delta.
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(3) The function II' is taken to be

II' = 0.375 m.

633

(03)

Referring both to Fig. 1 and to the values of D and L given in eqns (98), one can
observe that, as a result of this choice for 11', B is centered over a point midway
between the supports Pand Q.

(4) To compare numerical values produced by using the present formulation with
those corresponding to the classical theory, B is taken to be initially at rest and
deformed into the first flexural mode of free vibration, with the perpendicular
distance from line N l to point H equal to 0.01 m. Accordingly, the initial dis
placement function )'" (in meters) and the initial motion function Yo appearing in
eqns (79) and (92), respectively, are

(0:.\"1) (ax,)cos L + cosh L

- 0.772 [sin (~I) + sinh (~I)](0.0 Sx S0.375),

)'" = 0.005

and

-0.712 [cos (~2) - cosh (~2)]
- 0.362 [sin (~2) + sinh (~2)] (04)

- 0.03/ [sin (~2) - sinh (~2)](0.375 < x s 0.625),

-0.712 [cos (0:.2) - cosh (~3)]
+ 0.362 [Sin (~J) + sinh (~3)J

+ 0.682 [sin (~J) - sinh (~3)](0.625 < x s /.0).

y = 0, (05)

where XI = x, Xi = X - 0.375, X3 = x - 0.625, and (X = 4.031. The values of
q;(OHi = I, ... , v), ZI (0), Z2(0), 9(0), and u;(OHi = 1, ... , v + 3) are computed
by using the equations listed in the solution algorithm.

(5) The construction of the dynamical equations governing motions of B is relegated
to the computer and proceeds as specified in the solution algorithm.

(6) Values of q; and lii(i = I, ... , v) generated by numerical integrating eqns (5) and
(70) are substituted into eqns (78) and (91) to obtain information about the positions
and velocities of points of B.
Figure 5 shows a plot of the transverse displacement of point H versus time for

IV = 0.375. The solid line represents the classical solution, and the black squares
correspond to values obtained using the current formulation with v = 3. The two
solutions are seen to be in complete agreement. Additional information is provided in
Table I, where frequencies of free vibrations obtained both by classical methods and
by solving eqns (70) are reported for v = I, 2, 3, 5, and 9. As can be observed, for v
= /, the value of the first natural frequency is in excellent agreement (less than /%
error) with the value predicted by classical theory; for v = 5, the first three frequencies
are in excellent agreement; and for v = 9, all nine frequencies agree very well. These
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results, which are important in connection with upcoming instability considerations,
show that the present approach to solving the problem of a beam moving over supports
correctly predicts the natural frequencies of a beam that is fixed longitudinally.

Sinusoidal longitudinal motions
Consider next a situation in which B moves longitudinally over its supports with

a motion that varies sinusoidally with time. In generating the response of B to this type
of excitation. one can utilize many of the same data used previously. Specifically, the
same system parameters as in eqn (98) and the same modal functions as in eqn (99)
apply. The initial displacement function (in meters) and motion function are now

( 106)

and

Yo = O. (107)

where

E, = 2(L - w" - D)2 - D2 + 4w~,

E2 = 0.OI/(3w~ + woDEd.

E3 = - E2(4w~ + DEd.

E5 = 2E2[(L - W" - D)2 - D2 - w~]/D.

E6 = 6w~E2.

( 108)

E7 = - DE2 [2(L - w" - 'D)2 - D2 + 4w~].

E8 = -4E2(L - w" - D),

E9 = 6E2(L - w" - D)2,

E IO = DE2[4(L - W o - D)2 - D2 + 2w?,J,
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Table I. Frequencies of free vibreltion in reld/s for \I' = 0.375 m.

Mode Clallical oUiumecl Moclee SolutioD
No. SolutioD ,,=1 ".2 ".3 ,,=5 ,,=0

1 16.246 16.268 16.268 16.262 16.255 16.247
2 20.771 - 22.051 22.051 20•• 20.825
3 117.03 - - 118.29 118.13 117.05
4 136.07 - - - 138.38 136.05
5 247.47 - - - ••07 248.85
6 386.11 - - - - 388.'19
7 422.58 - - - - 427.Q3
8 702.44 - - - - 70'1.16
9 790.47 - - - - 80'1.16
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and x = XI, X2 = X - W,,, X3 = X - w(} - D, and w(} denotes the initial value of w.
The initial shape prescribed by Yo corresponds to that which B would take if deformed
by a statically applied, uniform load such that the distance from N. to H is 0.01 meters.
Two expressions are used for the longitudinal displacement function w. These are

and

w = 0.375 - 0.05 sin 1O.0t m,

w = 0.375 - 0.05 sin 20.0t m.

(109)

(110)

Both give rise to longitudinal oscillations of the midpoint of B about a point centered
between Pand Q. The only difference between the two expressions is that they involve
different frequencies of oscillation.

Figure 2, discussed briefly in the Introduction, shows the predicted transverse
displacement of point H when B is displaced longitudinally in accordance with eqn
(109) and when v = 4. As can be observed, the response is not harmonic but is otherwise
unremarkable. Figure 3 displays the transverse displacement of H when w is given by
eqn (110) and v = 4. Clearly, the responses depicted in Figs. 2 and 3 are radically
different, and one can see that B may respond to a sinusoidal longitudinal motion in
at least two ways, one of which may be characterized as "stable" (Fig. 2) and the other
as "unstable" (Fig. 3). The question of instability is pursued further under the heading
Instability of Periodic Motions.

Repositionallongitudinal motions
A repositionallongitudinal motion is one such that B starts from rest in a specified

longitudinal position and then is brought to rest in a new longitudinal position. The
functional form of w used to generate this type of motion is

C2
[ T. (2-rrt)]w = C. - T t - 2-rr sm T m, (111)

where C. specifies the initial position of the beam, C2 is the distance traversed by B,
and T is the duration of the maneuver.

Figure 6 displays the predicted transverse displacement of point H (with v = 5)
for 0 s t s 3.5 sec when CIf C2 , and T have the values 0.725 m, 0.70 m, and 3.5 sec,
respectively. The notable aspects of this figure are that both the amplitude and the
period of oscillation decrease during the motion. Figure 7 again shows the transverse
displacement of H during a repositioning maneuver, but now the response is generated
with CIf C2 , and Tequal to 0.725 m, 0.70 m, and 0.70 sec, respectively. In other words,
Fig. 7 corresponds to repositioning B five times as rapidly as in Fig. 6. While the ultimate
result of the two repositioning maneuvers is essentially the same, the amplitude of the
transverse displacement of H increases initially in Fig. 7, whereas it decreases in Fig.
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6. To understand this, one may note that longitudinal motions give rise to transverse
inertia forces that grow in magnitude as longitudinal acceleration increases. The fol
lowing observations are of interest in this connection: It can be shown that the effect
under consideration is associated with the appearance in eqn (70) of hij(i, j = I, ... ,
v). Reference to eqn (22) shows that the hij depend on €oij(i, j = I, ... , v), and €oij

appear when the partial velocities of eqns (12) are formed using nonlinear kinematical
expressions. The differences between Figs. 6 and 7 thus demonstrate the importance
of adhering strictly to the dictates of Kane's method, one of which is that one must
start with nonlinear kinematical equations in developing linear dynamical equations.

Before examining one final repositional maneuver, recall that for both Figs. 6 and
7, the longitudinal motion of B is in the o. direction (see Fig. 4), and the beam is thus
being pushed, rather than pulled, over the supports. Figure 8 corresponds to pulling B
over its supports, this figure being obtained when C" C2, and T of eqn (111) are equal
to 0.025 m, -0.70 m, and 0.70 sec, respectively. Even though the maneuver is per
formed as quickly as that of Fig. 7, the deflection of the endpoint of B moving toward
the supports, in this case the endpoint E, now does not increase initially but decreases
quite rapidly. This shows that inertial forces can cause the deflection of an endpoint
of B either to increase or decrease.
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INSTABILITY OF PERIODIC MOTION

As has been shown, longitudinal displacements of an endpoint of B that vary sin
usoidally with time can induce either "stable" or "unstable" transverse motions of B.
In this section, methods are presented for predicting whether or not a given periodic
longitudinal displacement will give rise to an unstable response. This development is
achieved by utilizing results obtained by Floquet, as presented in [5], and by Hsu in
[6].

(112)

Floquet's theory
A complete treatment of Floquet's theory is available in [5]; however, some of the

basic elements of the theory are reviewed here to provide a point of departure for
subsequent discussions.

Floquet's theory yields information about the character of the null solution for a
system of n first-order, linear, ordinary differential equations with periodic coefficients.
When these equations are expressed as

dX
dt = !:~,

where X is an n x I matrix of dependent variables, and r is an n x n matrix of
continuous periodic functions of t with period T, their solution can be expressed as a
sum of n x I matrix functions A;(tHi = I, ... , n) multiplied by exponential functions
eP"(i = 1, ... , n); that is, -

n

X = L !':!i ePi
',

;=1
(113)

where Pi are given by

1
p; = - (In I 'i I + v"=1 arg 'i)

T
(i = 1, ... , n), (114)

and 'i(i = 1, ... , n) are the eigenvalues of the n x n matrix Y(T), y(t) satisfying the
differential equation

dY-= = ry,
dt --

(115)

and the initial condition Y(O) = !' where! is the n x n identity matrix.
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Instability information is obtained by noting that X grows exponentially (i.e., the
solution X = 0 is unstable) whenever one or more of I t~l(i = 1.... , n) exceeds unity.
In general, one must resort to numerical techniques to evaluate t;~ that is, by numer
ically integrating eqn (115) from ( = 0 to t = T. with YeO) equal to the identity matrix,
one can calculate ',(i = I, II). Note that withOut a precise knowledge of the
functional form of the Ai(i ::= I , n), one can guarantee only that values of I " I
greater than unity implyinstability , but not that values of I ,; Iless than unity guarantee
stability.

To apply Floquct's theory to the analysis of periodic longitudinal motions of B,
one first must express the governing equations in the form of eqn (I) 2). This can be
accomplished with any general set of modal functions <I>;(i = J, ... ,v); however, here
the <Pi of eqn (99) are used. After taking n equal to 2v and defining! to be the 2v x
J matrix

(116)

one can write the 2v x 2v matrix r in partitioned form as

(117)

where typical elements of the v x v matrices ~l' ~2' and ~~ are developed from eqn
(70) and expressed as

w
(a 3 )ij ::= D 2 ([mD<I>i(O) + eXi]Xj + mDXi<l>j(O)

+ (mKi + eXi)(1Tj - XJ) + (eKi + JXi)X;

• 2

+ D 2bu} + ;2 [(mKi + eX;)(Tj - 2x;)

+ (eKi + JXi)XJ] + ~~ >"t3ij,

where

Ki(W) ! (w + D)<Pi(W) - W<!>i(W + D),

Xi(W) ! <I>;(w + D) - <Pi(W),

1Ti(W) ! (w + D)<!>f(w) - w<I>;(w + D),

<1
Ti(W) = (w + D)et>i(w) - wet>i(w + D),

<1 I
!J.ij(w) = D 2 [K;(mKj + ex) + )(i(eKj + JXj)],

(i,j= J, ... ,v)

(i, j = I, ... , v)

(118)

(l19)

and! and Qare v x v identity and zero matrices, respectively.
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Equation (117) has been incorporated into a computer program for the numerical
integration of eqn (115). While this progmm is applicable to the study of any periodic
longitudinal motion of B. the present investigation is restricted to harmonic longitudinal
motion. Consequently. we take

w = w* - A sin Ot. (120)

where w* is the value of w which specifies the position about which B oscillates, and
A and 0 are constants. The following input data must be specified in order to execute
the program: the system parameters D. p. L, and EI; the number of modal functions
v; and the parameters w*. A. and n. The program then sets YeO) = I, the 2v x 2v
identity matrix. integrates eqn (115) from t = 0 to t = 21T/O. and determines the
eigenvalues 'i(i = I•... , 2v) of the matrix YeT).

Figure 9 is an instability chart constructed with the aid of the program just de
scribed. The system parameters chosen for this investigation are the same as those in
eqn (98), while v = 2 and w* = 0.375 m, giving rise to oscillatory motions about the
position that B occupies when centered over its supports. The amplitude A and fre
quency n of the longitudinal oscillations are assigned values varying discretely from
0.002 m to 0.05 m by 0.002 m. in the case of A, and from 2.0 rad/s to 50.0 rad/s by 2.0
rad/s, for n. Each ..x.. shown on the chart represents an A-O pair which leads to
values for 'i(i = I, ... , 2v) such that at least one has an absolute value greater than
unity. The physical significance of Fig. 9 becomes apparent in the light of Figs. 2 and
3, both of which apply when A = 0.05 m; but n = 10.0 rad/s for Fig. 2, and n = 20.0
rad/s for Fig. 3. Hence, Figs 2 and 3 are represented in Fig. 9 by the two squares located
at positions corresponding to A = 0.05 m and 0 = 10.0 rad/s, and A = 0.05 m and n
= 20.0 rad/s. The fact that the first of these is empty, whereas the second contains a
"X". means that Fig. 9 is. in effect, predicting the qualitative difference between Figs.
2 and 3.

Hsu's determinations
Additional instability information can be obtained by using a method developed

by Hsu[6], who employs perturbation techniques to locate regions of instability for a
general system of m linear, second-order, ordinary differential equations of the form

d2Z dZ

d
-2 + EP(t) d- + [w + en(t)]Z = 0,
t - t - .1' - -

(121)

50.040.030.020.0
! J;,i~'''''''''L..l..~'''''''''''''''''''''''''''''''''''':..I..Io'''''~-'''""",

2.0 10.0

o ('"1')
Fig. 9. Instability chart with II' = 0.375 - A sin 0, m.
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where Z is an m x I matrix of dependent variables. P(t) and Q(t) are periodic III x
m matrices of period T. W is an m x m diagonal matrix with clements wTu = I. ....
m). and E is a small parameter. As in the numerical procedure based on Floquet's
theory. Hsu's determinations can be applied to any periodic longitudinal motion of B.
For the study at hand. attention is confined to motions of B such that \I' is of the form
ofeqn (120). After eqns (5) and (70) are expressed in the form ofeqn (121). where again
advantage is taken of the modal functions of eqn (99) and where the amplitude A of
longitudinal oscillation [see eqn (120)] plays the role of E. Hsu's method enables onc
to conclude that. for small values of A. regions of instability are centered about values
for the frequency of oscillation n given by

and/or

n = Wi + Wi

n = Wj - Wi

U. j = I. .... v).

U.j = I. .... v; i <j).

( 122)

(123)

where Wi and WjU. j = I..... v) are the first v frequencies of transverse vibration for
a longitudinally fixed beam whose location is defined by eqn (120) with A = O. The
conditions under which eqn (122) and/or eqn (123) are applicable are specified in [6].
For the values of D. p. L, EJ, w*. and v used in generating the instability chart of Fig.
9. one can show that Hsu's determinations indicate that the values of n given in eqn
(122) give rise to unstable motions of B while those of eqn (123) do not. Recalling the
results presented in Table I for v = 2. one finds that the regions of instability depicted
in Fig. 9 should be centered. therefore. about the frequencies 32.536. 38.319. and 44.10 I
rad/s for small values of A. Inspection of Fig. 9 reveals that the regions of instability
taper as A decreases and that only frequencies of 32,38. and 44 rad/s produce unstable
points at A = 0.002 meters. precisely as eqn (122) predicts.

Observations
Hsu refers to the frequencies of instability predicted by eqns (122) and (123) as

"instability frequencies of the first approximation." This terminology stems from using
only the first term of a perturbation series to obtain his results. He suggests that ad
ditional frequencies of instability exist but that a one term series does not indicate them
explicitly. In the light of well-known results for a single second order ordinary differ
ential equation with poeriodic coefficients, such as Mathieu's equation. the system
depicted in Fig. 1 may be expected to possess additional values of n about which
regions of instability are centered, these values being

and/or

n = Wi + Wj

k

W· - w·n = 'J I

k

(i. j = I•... , v; k = 2•...• x).

(i.j= 1, ...• v;i<j;k = 2•. ..• x).

(124)

(125)

where Wi and Wj are again frequencies of free vibration for a longitudinally fixed beam.
For the system parameters leading to Fig. 9, only eqn (124) applies. and numerical
values for the additional instability frequencies are 22.051. 19.159. and 16.268 rad/s,
for k = 2, 14.700, 12.773, and 10.845 rad/s. for k = 3, etc. By returning to Fig. 9, one
can see that narrow regions of instability do. indeed, extend toward the line of zero
amplitude at n = 16 and n = 22 rad/s. Additionally. though not apparent in Fig. 9.
narrow instability regions have been found centered about the remaining frequency
values given in eqn (124) for k = 2. 3.

Equations (124) and (125) indicates that many more regions of instability exist than
are identified by eqns (122) and (123). The majority of the additional regions identified
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by eqn (\24) do not make significant contributions to the instability chart of Fig. 9 for
several reasons. First. the chart of Fig. 9 only applies to discrete values A and 0; hence,
unstable regions lying entirely between values investigated arc lost. Second. results
reported both by Hsu and by Meirovitchll2] suggest that the width of a region of
instability associated with a frequency (Wi + wi)1k is proportional to A ~ for small values
of A. Therefore, instability regions predicted with k = I grow linearly with A, those
predicted with k = 2 grow parabolically, those with k = 3 grow cubically. etc. and
regions corresponding to large values of k are vanishingly thin for A ~ I. Finally, the
instability regions associated with large values of k are not only vanishingly thin, but
also are incalculably weak for small A. That is. even if one could determine a priori an
A-O pair corresponding to an unstable region associated with a large value of k, the
resulting values for the eigenvalues ~i(i = I.... , 2v) lsee eqn (114)]. for small A,

would be numerically indistinguishable from unity and would not reliably reflect the
presence of an unstable region.

While the above statements identify limitations of the numerical procedure em
ployed in producing Fig. 9, these limitations are not serius. On the basis of experiments.
Hsu propose!' that instability regions associated with small values of k are the most
important. He indicates that damping, present at least to a small extent in actual sys
tems, overpowers the weak regions of instability associated with large values of k.
Consequently, regions of instability not contributing to Fig. 9 are those regions least
important in predicting the behavior of any real system.

Instability conclusions
The conclusioris to be drawn from the foregoing are twofold. First. for "small",

harmonic. longitudinal oscillations of a beam moving over supports. regions of insta
bility are centered about the frequencies Wi + wi(i,j = I. ... , v) andlor Wi - Wi(i.j

= I, ... , v; i < j), where Wi and Wi are frequencies of transverse vibration for a
corresponding longitudinally fixed beam. Based on the evidence presented above. less
significant instability regions also exist at the frequencies (Wi + wi)/k(i. j = I. ....
v; k = 2, ... , IX) andlor (Wj - wi)/kU, j = I, ...• v; i < j; k = 2.... , IX). Second,
accurate instability information can be obtained for any amplitude of periodic motion
by utiizing the presented numerical procedure. As opposed to potentially lengthy nu
merical simulations, this procedure allows one to produce definitive instability predic
tions on the basis of a numerical integration of the governing equations over only a
single period of motion. Moreover. when the procedure is used in conjunction with a
knowledge of the location of regions of instability for small amplitudes of oscillation,
one can ensure that all significant regions are accounted for.

Corroborative results are obtained by Barrll3] for the special case of harmonic
longitudinal motions of a cantilever beam. {Harmonic longitudinal motions of B ap
proach those of a cantilever beam when \1'* lsee eqn (\20)] and D (see Fib' I) both
approach zero.} He predicts that regions of instability are centered. for small amplitudes
of motion. about the frequencies Wi + wiU, j = I..... v), where the Wi(i = I, ....
v) are natural frequencies for a fixed cantilever beam, and v is the number of modal
functions used in the analysis. Moreover, Barr reports that experiments performed by
sinusoidally driving a cantilever strip through a slot confirm his predictions.

Finally, it is worth noting that, for the sake of economy in generating Fig. 9. all
data were calculated with v = 2. The consequence of utilizing larger values for v is a
slight shift to the left of the instability regions exhibited. This shift reflects small changes
in WI and W2 resulting from improved approximations to their actual values obtainable
by using more modes (see Table I).

ELABORATIVE COMMENTS

Three concerns deserving additional consideration have been identified in the pre
ceding sections. The first arises from the fact that the equations of motion are formulated
by regarding the beam as unrestrained at the outset of the analysis. The second is that
the choice of modal functions is largely arbitrary. The third is connected with terms
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which, as ilustrated in Figs. 6. 7 and 8. can make significant contributions to the gov
erning equations.

Formulation procedure
To explain the significance of developing equations of motion by initially treating

B as capable of assuming any position within the N 1-N2 plane. as indicated in Fig.
4, we begin with some observations underlying this approach. Typically, when discre
tizing a continuum by using the assumed modes method. one employs modes obtained
from the classical solution of a problem geometrically similar to the one at hand. For
example, for the analysis of the behavior of a beam attached to a rigid block rotating
about an inertially fixed axis, as shown in Fig. 10, the modal functions associated with
the free vibrations of a fixed cantilever beam would be used. For the beam B, using
modes obtained from the analysis of a longitudinally fixed beam would thus appear to
be appropriate; however, the utilization of such modes entails several undesirable
consequences. Since the position of B changes constantly, the modes would have to
be regarded as time-dependent. This is objectionable because the fixed beam modes
cannot be obtained analytically, which means that a simulation of motions of B would
require their numerical generation at each integration time step. Furthermore, terms
in the equations involving definite integrals of the modal functions would not be con
stants, as in eqns (22) and (31), but would be functions of time that also would have
to be evaluated at every integration step. The use of these modes is thus seen to
engender severe computational burdens.

One alternative to working with classical modes is simply to invent modes which
satisfy the boundary and support conditions but can be expressed in analytical form.
Such modes are still time-dependent, but need not be generated numerically. The ar
bitrariness of this approach, however, renders it unattractive.

The method used to develop eqn (70) permits one to reduce computational costs
to a minimum by regarding the beam as unrestrained at that point of the analysis where
modes are introduced. Since no time-dependent support conditions arise in connection
with an unrestrained beam, the modes can be taken to be time-independent, as are the
<l>;(i = I, ... , v) of eqn (I). Consequently, it becomes unnecessary to generate modal
functions and associated definite integrals at each step of a numerical simulation. The
cost of this benefit is the necessity of introducing the two otherwise unnecessary quan
tities Z2 and e (see Fig. 4).

Modal functions
Even when working with the time-independent modal functions of eqn (I), one

has considerable latitude in the choice of their form and number. Two considerations

Fig. 10. Rotating beam and block.
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influencing the selection of the modal functions are physical relevance and analytical
convenience. The modal functions of eqn (99) are sound in both of these respects. Table
I indicates the excellent agreement between classically obtained frequencies of free
vibrations and those obtained by using unrestrained beam modes. Additionally, most
of the constants aij, Ci, di , and hij(i,j = I, ... ,v) ofeqns (22) and (31) vanish.

The procedure used here to determine the number of modes necessary to generate
an accurate simulation has been to select a reasonable number of modes, perform the
desired simulation, perform the simulation again using one more mode, and compare
results. If the results agree sufficiently well, the former number of modes is accepted
as being adequate. If not, the procedure is repeated. In this way, four modes have been
found to be acceptable in generating the responses shown in Figs. 2 and 3, and five
modes have been found to be acceptable for Figs. 6, 7 and 8.

Longitudinal inertia forces
The significant differences between Figs. 6, 7 and 8 are attributable to retaining

nonlinear expressions in the kinematical analysis leading to eqn (70). This fact is rel
evant to other beam problems ultimately described by linear equations of motion de
rived via Kane's method or Lagrange's equations. For example, for the problem of a
four-bar mechanism with elastic links, considered in [14], terms reflecting inertia forces
that give rise to "transverse elastic restoring forces due to axial loading" are introduced
artifically by treating the inertia forces as active forces obtained from potential func
tions. By way of contrast, the corresponding terms of the present analysis appear
automatically in the generalized inertia forces when complete kinematical expressions
are used at the outset.
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